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Automated Design Exploration of the TALOS
WEC Using the Novel TOP-WEC Software
Stack

David Ogden, Salman Husain, Aidan Bharath, Jochem Weber, Wanan Sheng and George Aggidis

Abstract—Despite numerous prototype deployments,
many wave energy converter (WEC) developers have strug-
gled to achieve sufficient power production for commercial
viability—in part due to the lack of rigorous early-stage
design exploration and optimization—leading to prema-
ture convergence on suboptimal designs. To address this
challenge, we present an automated design exploration
study of TALOS, a promising multi-axis WEC concept
developed by Lancaster University. Using the TOP-WEC
framework (Toolkit for Optimizing the Performance of
WECs)—which integrates automated meshing, Capytaine
for hydrodynamics, and HydroChrono time-domain simu-
lation built on Project Chrono—we systematically evaluate
a range of geometric and power take-off configurations.
The TOP-WEC framework’s foundation on generalized nu-
merical modeling tools enables its application across a
broad range of WEC concepts, providing a versatile plat-
form for automated design studies. Leveraging automated
simulations and structured design exploration routines, we
assess multiple design variants against a baseline TALOS
WEC to quantify performance improvements, such as a
20% increase in capture width ratio and 15% improvement
in power/volume for specific configurations. This work
underscores the importance of comprehensive numerical
modeling and automation in advancing WEC technologies
toward viable commercial deployment. This paper presents
a pre-optimization exploration, laying the foundation for
future optimization studies and high-fidelity validation
under the SEA-Stack project.

Index Terms—Wave Energy Converter, Hydrodynamic
Modeling, Automated Design Exploration, TOP-WEC,
SEA-Stack

I. INTRODUCTION

Wave energy represents a significant global energy
resource [1], yet deployment still lags well behind wind
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and solar [2]. High levelized cost of energy (LCOE) and
substantial reliability risks in harsh marine environ-
ments remain the principal barriers [3]. LCOE is driven
by the ratio between lifetime energy production and
the capital invested in the device structure and power-
take-off (PTO) system [1]; maximizing energy capture
is therefore paramount. Progress has been hindered,
in part by insufficient design exploration at low tech-
nology readiness levels. Without rigorous numerical
evaluation, developers risk converging on sub-optimal
configurations [3], advancing concepts with limited in-
trinsic performance into expensive prototypes that un-
derperform and erode investor confidence [4]. Effective
WEC development therefore hinges on co-design—the
simultaneous optimization of geometry, mechanical
topology, PTO parameters, and control strategy.

A. The Role of Design Exploration in WEC Development

Before applying optimization techniques, it is criti-
cal to conduct structured design exploration to better
understand device behavior and establish meaningful
bounds on the design space. Key benefits include:

« Identifying high-leverage parameters through sen-
sitivity analysis.

« Developing engineering intuition around system
behavior and performance trade-offs.

« Defining appropriate performance metrics for fu-
ture optimization.

« Avoiding premature convergence on suboptimal
configurations.

« Informing the setup of formal optimization algo-
rithms with realistic bounds and constraints.

« Building confidence in numerical models through
systematic validation.

« Establishing which aspects of the system warrant
optimization focus.

Because hydrodynamics, PTO mechanics, and con-
trol interact nonlinearly—particularly for resonant
archetypes [5], [6]—sequential optimization is in-
evitably suboptimal [7]. Comprehensive numerical
design-space exploration at early technology readiness
levels remains the only cost-effective route to identify
concepts with high techno-economic potential [6], [8],
[9]. Early work by McCabe [10] and McCabe et al.
[11] demonstrated this potential through automated
optimization of surge-pitch collectors using genetic
algorithms, achieving 30-45% improvements in power
absorption relative to manually tuned baselines. These
results reinforce the central claim of this paper: fully
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integrated, open-source toolchains are essential if WEC
designers are to explore the vast coupled design space
efficiently and bring LCOE below commercial thresh-
olds.

This vision has been evolving for decades, beginning
with David Pizer’s 1994 work on numerical modeling
of wave energy absorbers [12]. Through systematic
numerical exploration—performing over 150 power
absorption calculations across various geometries and
control strategies—Pizer demonstrated that computa-
tional methods could achieve a level of comprehensive
study that would be impractical through physical test-
ing alone.

Stephen Salter articulated the community’s ambition
in his 2016 review of wave energy development, where
he reflected on the evolution of design tools from
physical testing to numerical simulation:

"It has been a long-term dream to design and
test wave-power devices in a computer with
seamless links between the original drawing
and the final results and with new ideas
tried as quickly as Jamie Taylor could change
models in a narrow tank. It is still a dream,
but we may be getting closer.” [13]

The TOP-WEC framework represents a significant
step toward realizing this vision of enabling automated
design exploration that approaches the speed and flex-
ibility of physical model testing. As we move closer to
this vision, the challenge shifts from building the sim-
ulation tools themselves toward using them effectively
to balance computational power with interpretability
and ensure that automated design exploration builds
rather than erodes developer confidence.

B. Workflow Fragmentation: The Integration Bottleneck

In current practice, geometry is typically meshed
manually with proprietary CAD software such as
SolidWorks or Cubit. Hydrodynamic coefficients are
generated by frequency-domain boundary element
method (BEM) solvers written in FORTRAN but ac-
cessed through Python wrappers (WAMIT, NEMOH,
Capytaine) [14], and time-domain dynamics are simu-
lated in the MATLAB/Simulink-based WEC-Sim [15].
Data must pass through BEMIO to become an HDF5
file compatible with WEC-Sim [16], [17]. This Python
< FORTRAN <« MATLAB approach introduces license
costs, incompatible formats, manual scripts, and sig-
nificant integration friction [18]. Every geometry change
triggers re-meshing, fresh BEM analysis, data conver-
sion, and a new time-domain run, increasing setup and
computation time [19], [20].

A 2022 review of WEC-Sim usage patterns revealed
that users rarely explore the geometry design space
[18], despite overwhelming research evidence that ge-
ometric optimization is crucial for WEC performance.
Even when geometry exploration is attempted, the
process is cumbersome due to the need to manually
handle geometry changes, re-meshing, and data con-
version between tools [21]. This gap between research
insights and practical application highlights the need
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for tools that make design exploration more accessible
and intuitive. While WEC-Sim excels for control studies
and offers PTO-Sim and Simscape Multibody capabili-
ties [22]-[24], its limited interoperability with meshing
and BEM tools and proprietary licenses hinders its
effectiveness for large-scale co-design studies. Further-
more, the lack of a unified workflow for design makes
it very challenging to validate designs generated by the
optimization process, as there is no clear route from
reduced-order modeling to the high-fidelity modeling
required to build confidence in the results.

C. The TOP-WEC Framework and SEA-Stack Integration

To eliminate these bottlenecks, we present TOP-
WEC (Toolkit for Optimizing the Performance of Wave
Energy Converters): a stack of open-source codes that
provide a unified workflow for WEC design space
exploration. While TOP-WEC still uses .h5 files for
hydrodynamic data (the same format as WEC-Sim),
the key improvement is that the entire workflow is or-
chestrated through Python scripts. This enables seam-
less automation from geometry definition through to
time-domain simulation results, eliminating the man-
ual intervention and integration friction that currently
hinders rapid design iteration.

The framework is designed as the first tier in a multi-
fidelity modeling pathway within the broader SEA-
Stack initiative. This staged approach enables rapid
concept development while maintaining a clear path
to high-fidelity validation. Once promising designs are
identified through parameter studies or optimization,
they can be seamlessly transferred to higher-fidelity
solvers—such as OpenFOAM or DualSPHysics—for
validation of complex nonlinear behavior.

TABLE I
COMPARISON OF WEC-Sim AND TOP-WEC FOR AUTOMATED
DESIGN EXPLORATION.

Aspect WEC-Sim TOP-WEC

Environment MATLAB / Simulink Python / C++

Hydro Input External BEM via BEMIO  Direct API (Capytaine)
Workflow Manual, fragmented Unified, automated
Automation Limited High

Licensing Proprietary Open-source

Cost High (license) Free

Speed Moderate High

Maturity Mature, widely used Experimental, under de-

velopment

In summary, TOP-WEC represents a significant step
toward realizing Salter’s vision of seamless design
exploration—where new ideas can be tested as quickly
as changing models in a wave tank. While the frame-
work enables high-throughput, early-stage co-design
of geometry and PTO parameters, this paper fo-
cuses on demonstrating its capabilities through sys-
tematic single-variable studies of the TALOS multi-axis
point absorber. These studies provide valuable insights
into parameter sensitivities and trade-offs, laying the
groundwork for future multi-parameter optimization
studies.
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D. The TALOS WEC as a Test Case

The TALOS WEC serves as an ideal test case for
demonstrating TOP-WEC’s capabilities. Its multi-axis
architecture and complex geometry provide a chal-
lenging yet representative example for evaluating the
framework’s performance. The device’s design fea-
tures, including its tapered profile and multiple PTO
units, allow us to explore a wide range of geomet-
ric and control parameters, making it well-suited for
demonstrating the value of systematic design explo-
ration.

Fig. 1. Cutaway rendering of the TALOS WEC concept, showing
the multi-axis PTO arrangement and internal reaction mass. Image
credit: Lancaster University [25].

II. THE TOP-WEC FRAMEWORK
A. Overview and Design Methodology

The TOP-WEC framework integrates multiple open-
source tools into a unified workflow for geometry
generation, hydrodynamic modeling, and time-domain
simulation. The core components include:

o Bespoke Python scripts for structured mesh gen-
eration

o Capytaine, a Python-native BEM solver [26]

o HydroChrono, a time-domain dynamics engine
built on Project Chrono [27]

Each step—mesh generation, BEM analysis with
Capytaine, data conversion, and HydroChrono simula-
tion—is controlled programmatically, ensuring consis-
tent inputs and enabling parallel processing. This rep-
resents a significant advancement over existing manual
workflows, where each step requires separate interven-
tion and careful data management.

By systematically building confidence in the numer-
ical models through preliminary design exploration,
we can make more informed decisions about which
aspects of the system warrant optimization focus and
which parameters have the most significant impact on
performance.

Eventually, the SEA-Stack project will support seam-
less transitions to high-fidelity modeling. This capa-
bility allows for rapid design iteration and validation,
ensuring that optimization results are both physically
realistic and practically implementable. Additionally,
being able to seamlessly transition a WEC model from
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TOP-WEC Stack
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Fig. 2. TOP-WEC simulation stack. The workflow is orchestrated
by a Python script, which sequentially executes mesh generation,
hydrodynamic modeling, and time-domain simulation. Intermediate
outputs are stored and reused to support design iteration.

potential flow to computational fluid dynamics in the
future will enable us to rapidly obtain drag coefficients,
to incorporate viscous effects in our analysis more
easily.

B. Simulation Approach

The use of HydroChrono is critical for capturing
fully nonlinear multibody dynamics in the time do-
main. This allows for the computation of power out-
put time series for each PTO unit, providing detailed
insights into the device’s performance. For this study,
we focus on regular wave simulations, which are par-
ticularly useful during early-stage WEC development.
Regular waves allow for broad design exploration
across a wide range of parameters, producing results
that are intuitive and easy to interpret. This approach
helps in quickly understanding how the design be-
haves and responds to specific design changes, pro-
viding valuable insights before moving on to more
complex sea states.

By simulating the TALOS WEC in HydroChrono, we
can analyze the dynamic interactions between the hull
and the internal reaction mass, as well as the perfor-
mance of each PTO unit. This capability is particularly
valuable for the TALOS design, which features multi-
ple PTO units that can be independently optimized.

C. Geometry Meshing

Custom Python scripts are used to procedurally gen-
erate structured surface meshes for the WEC geometry.
These routines allow parametric control over geometry
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and panel density and are designed to balance nu-
merical accuracy with computational cost. Key design
parameters include:

o Number of sides and radii of top and bottom
polygonal cross sections

o Straight draft depth and taper draft height

e Nose curvature via vertex deformations (con-
trolled by a control point on the leading edge)

o Panel clustering via cosine spacing.

The mesh generator constructs a layered body by
interpolating between top, middle, and bottom cross
sections. Polygonal edges are subdivided using either
linear or cosine spacing. Cosine spacing clusters pan-
els near boundaries or corners, where hydrodynamic
quantities vary most rapidly. This is implemented us-
ing the transformation:

B 1 — cos (%)
S .

where s; are normalized panel positions from 0 to 1,
and n is the number of intervals. This function is used
in both the vertical (draft) direction and along curved
surfaces. Figure 3 illustrates how this scheme results in
finer panel resolution near surface extremes.

a) Polygonal Subdivision and Mesh Generation: Each
cross section is defined in the « — y plane at a given
z-coordinate and initialized as a regular N-gon (e.g., a
hexagon or octagon). The subdivide_edge () func-
tion interpolates the polygon edges using either uni-
form or cosine spacing. These subdivided layers are
then stacked and connected along the z-axis, form-
ing quadrilateral panels between corresponding points.
Distinct meshing logic is applied to handle the tapering
region, the straight-draft extension, and the bottom
endcap, where additional radial subdivisions are in-
troduced to cover the base surface.

The final mesh is exported in both .mar format for
Nemoh and .ob7j format for visualization. The mesh
is also translated to align with the center of gravity of
the hull.

1=0,...,n (1)

Mesh nodes

f=cos(0)

Fig. 3. Nlustration of cosine panel spacing. Equally spaced samples
along the 6 axis are mapped vertically using f = cos(6), producing
tighter node clustering near boundaries. This ensures resolution
where diffraction and radiation effects are strongest.

D. Hydrodynamic Modeling with Capytaine

Capytaine solves the linearized potential flow prob-
lem using BEM in the frequency domain. Assuming
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Isometric View L
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Fig. 4. TALOS mesh generated from the meshing script, showing
quadrilateral panels and geometry taper. Views are shown in iso-
metric (top left), top (top right), front (bottom left), and side (bottom
right) orientations. These structured panels are used as input to the
boundary element solver.

an inviscid, incompressible, and irrotational fluid, the
complex velocity potential ¢ satisfies Laplace’s equa-
tion:

Vo =0 ()

For each angular frequency w, two boundary value
problems are solved:

« Radiation problem: The body oscillates in one
rigid-body mode j with no incident wave. The
resulting velocity potential <I>;ad yields added mass
and radiation damping.

« Diffraction problem: The body is held fixed while
a plane wave of frequency w and heading 5 im-
pinges upon it, generating the diffraction potential
Ppdiff_

From the radiation problem, the added mass, A4;;(w),
and damping, B;;(w), coefficients for motions i and j
are computed by integrating the hydrodynamic pres-
sure over the wetted surface, S, where p is the fluid
density:

Ay(w) ==L /S (@) n - 6r; dS 3)
By =p | R[] n - br; dS 4)

where dr; is the velocity field corresponding to unit
motion in mode 7, and n is the outward surface normal.

The excitation force in mode i is derived from the
diffraction potential:

FoS(,8) = piw [ ®nonds )

Sp

where 7(t) is the free-surface elevation. Hydrostatic
restoring coefficients K;; are computed from the dis-
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placed volume and pressure distribution in the equi-
librium position.

Capytaine discretizes these boundary integrals us-
ing panel meshes and assembles the hydrodynamic
quantities into a frequency-dependent dataset stored
in NetCDF format.

E. Time-Domain Simulation with HydroChrono

HydroChrono is a C++-based simulation framework
built on the Chrono:Engine physics engine. In this
work, it is controlled via Python scripting to simu-
late the TALOS WEC, which consists of a surface-
piercing hull and an internal reaction mass—a dense
spherical body—connected by multiple PTO units.
HydroChrono integrates rigid-body dynamics, time-
domain hydrodynamic forces, and mechanical con-
straints into a unified time-domain solver.

a) Governing Equations: Hydrodynamic forces are
incorporated using the Cummins equation, which cap-
tures the memory effect of radiation forces through a
convolution integral:

Mxk(t) = 7/0. Kiad(t—7)%(7) dT+F exc (t)+Fotner (t) (6)

Here, M is the total inertia matrix, including added
mass at infinite frequency. The term K;,q4(t) is the
radiation impulse response function (IRF), and Fe(t)
is the wave excitation force. Both are derived from
the frequency-domain hydrodynamic coefficients com-
puted by Capytaine.

The radiation IRF, K,.4(¢), is obtained from the ra-
diation damping matrix, B(w), using:

Kiad(t) = i/ooo B(w) cos(wt) dw (7)

Similarly, the excitation force in the time domain is
computed by convolving the wave elevation, 7(t), with
the excitation IRF, key.(t), defined from the frequency-
domain excitation force, Fexc(w):

Fex(t) = /0 Kexc(t — ) n(7) d7 8)
Kexc(t) = 71T/00C R [Fexc(w)] cos(wt) dw )

This approach enables accurate reconstruction of
frequency-domain effects in time-domain simulations,
allowing HydroChrono to solve the full Cummins
equation using Chrono’s native multibody solver.

b) Modeling the TALOS Architecture: TALOS is
modeled as a coupled two-body system:

o The hull is treated as a hydrodynamic body, with
precomputed added mass, radiation damping, hy-
drostatic restoring forces, and wave excitation.

o The internal sphere represents a concentrated
reaction mass and is modeled as a non-
hydrodynamic rigid body. Its mass and inertia
are computed from the desired ballast ratio and
assumed material density (e.g., lead).
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The two bodies are connected via six multi-axis PTO
units, implemented as linear spring-damper actuators.
Each PTO unit is defined by its stiffness, damping,
and two attachment points—one on the hull and one
on the sphere—allowing for varied geometries and
orientations.

Listing 1. Example of a single PTO unit definition.
pto(l) = ptoClass (’LinSpringDamper’);
pto(l) .stiffness = 2.5e6;
pto(l) .damping = 1.0e6;
pto(l) .rest_length = 1.0;
pto(l) .bodies = [body(l), body(2)];
pto(1l) .attachments = [

[15.0, 0.0, -8.66],

[2.5, 0.0, -4.33]
i

c) Simulation Pipeline: The modeling workflow

consists of:

1) Generating panelized meshes and computing hy-
drodynamic coefficients with Capytaine.

2) Transforming frequency-domain outputs into
time-domain impulse response functions and ex-
porting to HDFb5.

3) Defining the HydroChrono model via Python,
including mass properties, PTO definitions, and
wave conditions.

4) Solving the coupled dynamics with Chrono,
which integrates all forces using a variational
time integrator.

d) Key Features:

« Direct enforcement of the full Cummins equation
within Chrono’s multibody dynamics solver.

e Modular PTO definitions enable rapid testing of
different actuator layouts and control laws.

o Python-driven simulation setup streamlines the
design-evaluate loop across a wide range of TA-
LOS configurations.

TOP-WEC is under active development as part of
the open-source SEA-Stack ecosystem. In this broader
framework, TOP-WEC serves as the fast-iteration,
reduced-order modeling tier. The vision is for can-
didate designs generated from parameter sweeps or
optimization to eventually be transferred to higher-
fidelity solvers—such as Project Chrono coupled to
OpenFOAM or Dual-SPHysics—for validation of po-
tential flow results and estimation of drag coefficients.
This staged modeling approach ims to build confidence
among developers and reduce the cost of design fail-
ure.

III. TALOS CASE STUDY AND RESULTS
A. Regular Wave Simulations

The initial design exploration uses regular wave
simulations to systematically evaluate the impact of ge-
ometric variations on device performance. This method
provides clear insights into the relationship between
design parameters and power capture efficiency, while
also offering rapid turnaround—each design iteration,
including re-meshing, hydrodynamic coefficient com-
putation, and time-domain simulation, can be com-
pleted in under one minute. This fast feedback enables
efficient exploration of the design space, allowing the



1113-6

team to quickly refine concepts and avoid expending
significant time and computational resources on less
promising directions. The regular wave analysis in this
study focuses on:

o Straight draft depth: 8-12 m

o Taper draft height: 2.5-10 m

o Top radius: 13-19 m

« Nose shape: variation in leading z-position

For each design, we evaluate:

The two primary performance metrics are:

o Capture width ratio (CWR):

P, abs

CWR:J.w

(10)

where P,p is the absorbed power (W), J is the
incident wave power flux per unit width (W/m),
and w is the device width (m).

o Average power per unit volume:

P, abs
\%4

Py = (11)

where V is the submerged volume of the device

(m?).

TALOS Design Comparison: Straight Draft Study
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Fig. 5. Straight Draft Sweep. Top: Top-view mesh profiles (wave
direction indicated). Middle: Capture width ratio vs. wave period.
Bottom: Average power per unit volume. Draft values labeled above
each geometry.
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TALOS Design Comparison: Tapered Draft Study
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Fig. 6. Taper Draft Sweep. Top: Mesh profiles for taper height
variations. Middle: Capture width ratio. Bottom: Power per volume.
Taper height values labeled above each geometry.

B. Comparison of Geometric Parameter Effects

Figures 5-8 illustrate how variations in hull geom-
etry affect hydrodynamic performance. In each figure,
the top row visualizes the geometry, while the middle
and bottom plots show performance metrics. Notable
trends include:

o Straight and taper draft: Increased draft shifts the
resonance to longer wave periods and can broaden
absorption bandwidth. However, larger volume
also increases inertial and damping effects, leading
to diminishing returns in power-per-volume. The
narrower tapered draft section produces promis-
ing results; it is possible that the angle of the
tapered section is critical to TALOS’ performance.

o Top radius: Excessively wide tops reduce both
power capture and efficiency, likely due to in-
creased added mass and radiation damping. There
is likely some optimal combination of this top
radius variable with the tapered draft section.

+ Nose shape: Forward-protruding noses improve
performance at longer periods, while recessed
noses favor shorter waves. This reflects the trade-
off between excitation efficiency and radiated
wave cancellation. The superior performance of
flatter nose profiles in our simulations raises an
interesting question about potential flow assump-
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TALOS Design Comparison: Top Radius Study

) ®) © @
S V% R 32
A *

[ )
TR = 13.00 m TR = 17.00 m TR = 19.00 m

(aj b, d

C,

-
J
-

30 ~O— Top Radius = 13.00 m
B - Top Radius = 15.00 m
S ~A+ Top Radius = 17.00 m
2, - Top Radius = 19.00 m
& A
5 15 /'/ \,
-§ /l QN
10 e e
£ e
5
IR
C o <
4 6 8 10 12
‘Wave Period (s)
®
~ 0.25
@
£
£
2 020
£
5 0.15
°
>
<
» 0.10
Z
£ 0.05
o
»
< 0.00

4 6 10 12

8
‘Wave Period (s)

Fig. 7. Top Radius Sweep. Top: Geometry profiles. Middle: CWR
trend as radius increases. Bottom: Power output normalized by
device volume. Radius values labeled above each geometry.

tions: would viscous effects or flow separation
alter this behavior? This is precisely the type of in-
sight that could be validated through SEA-Stack’s
high-fidelity simulations, helping us distinguish
between numerical artifacts and genuine physical
phenomena.

C. PTO Attachment Sweep: Capture Width Ratio and
Power Output

The aggregate power output of the six PTO units
is used to analyze the device’s overall performance in
terms of CWR and normalized power output (pow-
er/volume). Figure 9 shows the results for four differ-
ent PTO attachment configurations. Notably, there is a
clear winner—the “Midway In” configuration, which
achieves the highest CWR and normalized power out-
put. This suggests that the placement of the PTO
attachment points has a significant impact on the de-
vice’s efficiency.

D. Individual PTO Power Time-Series Analysis

To better understand the origin of the performance
differences, Figure 10 presents the time-series power
output for each PTO unit in all four configurations.
The mesh visualizations at the top clarify the spatial
arrangement of the PTOs relative to the wave direction.
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TALOS Design Comparison: Nose Shape Study
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Fig. 8. Nose Shape Sweep. Top: Nose geometries defined by leading
edge z-position. Middle: CWR response vs. wave period. Bottom:
Power-per-volume efficiency. Nose position values labeled above
each geometry.

A key observation is that the rear PTOs (those ori-
ented in the z-z plane and aligned with the wave direc-
tion) consistently produce more power, with the upper
rear PTO (PTO 4) dominating the overall performance.
The “Midway In” configuration stands out because it
enables PTO 4 to achieve its highest output, which
largely explains the superior CWR observed in this
case.

Additionally, the time series reveal that in the “Mid-
way In” configuration, the power outputs of the PTOs
are more in phase, whereas in other configurations
the phase matching is less pronounced. This phase
alignment could be an important design feature, as it
may lead to less smooth aggregate power output when
summing across all six PTOs.

These results suggest that future design efforts could
focus on further optimizing the placement and tuning
of the most productive PTOs (such as PTO 4), or
exploring ways to increase the contribution from the
other PTO units. Enhancing phase matching across
PTOs may also be beneficial for improving the quality
and smoothness of the delivered power.

E. Design Insights

These results highlight the value of TOP-WEC as a
design tool:
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TALOS Design Comparison: PTO Attachment Sweep
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Fig. 9. PTO Attachment Sweep: Hydrodynamic Performance.
Top: Mesh visualizations of the four PTO attachment configurations.
Middle: CWR as a function of wave period. Bottom: Normalized
average power output (power/volume) as a function of wave period.
The “Midway In” configuration achieves the highest CWR and pow-
er/volume, indicating an optimal PTO placement for this geometry.

o Volumetric efficiency matters. Maximizing
power-per-volume ensures both performance
and compactness—a critical consideration for
cost-effective deployment.

o Geometry matters differently for different wave
climates. Designers can tailor specific features
(e.g., nose geometry or taper profile) to align de-
vice dynamics with local wave spectra.

o Multi-parameter tuning is essential. The ob-
served nonlinear interactions suggest that optimal
performance arises from co-design across multiple
parameters—not just one at a time.

The findings underscore that optimal performance
is likely achieved not by tuning individual parameters
independently, but by identifying favorable combina-
tions—such as the interplay between the tapered draft
angle and top radius. This insight motivates future
multivariable studies to fully exploit the design space
and maximize device efficiency.

Ultimately, the finding that certain geometric fea-
tures (e.g., flatter nose profiles) perform best in poten-
tial flow simulations must be interpreted with caution.
Only through high-fidelity modeling and experimen-
tal validation can we confirm whether these trends
persist in practice, ensuring that design decisions are
grounded in physical reality rather than numerical
artifacts.
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TALOS PTO Attachment Sweep: PTO Power Time Series (T=5s)
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Fig. 10. Individual PTO Power Time Series. Top: Mesh visu-
alizations of the four PTO attachment configurations, with wave
direction indicated. Bottom: Power output time series for each PTO
unit in each configuration (T=5 s). The rear PTOs, especially PTO 4,
dominate the power output, and the “Midway In” configuration
achieves both the highest output and the best phase alignment across
PTOs.

IV. DIsCUSSION
A. Benefits of the TOP-WEC Stack

The integrated, scriptable nature of TOP-WEC allows
for rapid iteration and supports both deterministic
studies and formal optimization. By automating the
workflow from geometry meshing to time-domain sim-
ulation, TOP-WEC significantly reduces the time and
effort required for design iterations. This efficiency en-
ables researchers to explore a wider range of design pa-
rameters and configurations, leading to more informed
decision-making. For instance, in the TALOS WEC case
study, the use of TOP-WEC facilitated the evaluation
of multiple geometric configurations, resulting in the
identification of designs with up to 20% improvement
in energy capture efficiency over the baseline TALOS
WEC.

B. Interpretability vs. Optimization

A key advantage of structured design exploration
is the ability to interpret and understand the rela-
tionships between design parameters and performance
outcomes. Black-box optimizers may converge on solu-
tions without revealing the underlying trends, whereas
a structured design exploration approach enables direct
observation of how specific geometric changes—such
as nose profile shape—affect power absorption. For
instance, we observed that flatter nose profiles con-
sistently yield higher power in our simulations. This
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level of interpretability is crucial: it allows us to iden-
tify patterns, question unexpected results, and develop
physical intuition about the system’s behavior.

C. Validation and Confidence Building

However, interpretability alone is not sufficient. The
trends we observe—such as the apparent superiority of
flatter nose profiles—may be artifacts of the modeling
assumptions, particularly the use of linear potential
flow theory, which neglects viscous effects and flow
separation. If we relied solely on black-box optimiza-
tion, we might accept such results uncritically, poten-
tially leading to suboptimal or even detrimental design
choices. The staged modeling approach enabled by
TOP-WEC and, in the future, SEA-Stack, is therefore es-
sential. It will allow us to flag trends of interest during
early-stage exploration and then transition promising
designs to high-fidelity computational fluid dynamics
studies for rigorous validation. This workflow not
only improves the quality of design decisions but also
builds confidence in simulation results by ensuring that
observed performance gains are grounded in physical
reality rather than numerical artifacts. As SEA-Stack
matures, this integrated pathway will be critical for ad-
vancing WEC design and reducing the risks associated
with over-reliance on simplified models or automated
optimizers.

D. Limitations and Future Work

The primary limitation of this work is its focus
on single-variable design exploration studies. While
these studies provide valuable initial insights into
parameter sensitivities, they cannot capture the com-
plex interactions between parameters that are crucial
for optimal WEC design. The project is now moving
forward with multivariable design studies in more
concentrated regions of the design space, guided by the
insights gained from these initial explorations. A key
challenge in these more complex studies is presenting
the results in an intelligible way that helps designers
understand how changes affect system performance.
This requires additional work on analyzing how each
design modification impacts power absorption across
different degrees of freedom (surge, heave, pitch).

On the implementation side, the workflow could
be streamlined by having Capytaine write .h5 files
directly, eliminating the current conversion step. How-
ever, this is complicated by the lack of a clear standard
for defining .h5 files for hydrodynamics, which is
becoming increasingly important as these files are used
across different software platforms (including WEC-
Sim, HydroChrono, Capytaine, BEMRosetta). The es-
tablishment of a standardized, version-controlled .h5
file structure would be valuable for the community,
and is something we are working toward under the
SEA-Stack project.

V. CONCLUSION

We have introduced TOP-WEC, a fully integrated,
scriptable software stack for WEC design exploration.
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By automating the workflow from geometry meshing
to time-domain simulation, TOP-WEC enables rapid
iteration and supports both deterministic studies and
formal optimization. The framework’s modular struc-
ture and Python-native implementation make it adapt-
able to various WEC designs and extensible for future
enhancements.

Through the TALOS WEC case study, we demon-
strated TOP-WEC's capabilities in evaluating multiple
geometric configurations and PTO parameters. The re-
sults showed significant improvements in energy cap-
ture efficiency, highlighting the potential of automated
design exploration in advancing WEC technologies
toward viable commercial deployment.

Looking forward, TOP-WEC's integration into the
broader SEA-Stack ecosystem will enable a compre-
hensive validation pathway. As SEA-Stack matures,
it will provide the high-fidelity simulation capabili-
ties needed to validate promising designs identified
through TOP-WEC’s rapid exploration. This multi-
tiered approach—combining fast iteration with rigor-
ous validation—represents a significant step toward
more efficient and reliable WEC development. The es-
tablishment of standardized file formats and validation
protocols under SEA-Stack will further enhance the
framework’s utility for the broader WEC community.
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